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Purpose of research

Intellectual search for knowledge in the scientific literature in the field

_ _ of biology and medicine. AND System
* The purpose of this work is to develop a method for

recognizing the object name in the text using machine
learning methods and integrating the results into the The number of publications in the field of

biology, medicine and biotechnology is growing
AN DSyStem so rapidly that the available information is
fundamentally impossible to analyze for research
and application purposes without automatic
. : | ' processing using computer tools.
Patterns
PubMed Dictionaries Il
* Create a machine learning model for recognizing named entities ¥ _ o ¥ » Extraction of
in the text f iantif ticl N d Entitv R it Conversion Splitting into Names recognition relationshipbs
in the texts of scientific articles (Named Entity Recognition) i the text sentences and markup  relatio objgcts
* Perform a comparative analysis of binary classification models | A->B
and fs,elect the most appropriate mod_el for evaluating the E—
confidence measure of the NER prediction — =) =) LB
. . C+D->E
* Integrate the developed models and evaluate the quality of ——
named entity recognition with the integrated machine learning - ——

model.



Model architecture
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Classification

Logistic Regression ROC-AUC
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Results

Distribution of model outputs
® The trained NER model shows the following results for metrics:

Accuracy: 98.17%; Precision: 89.6%; Recall: 87.61%; F1: 88.59%

Correct answer

® The analysis of the models showed that Logistic Regression is the
best model (by ROC-AUC) for this binary classification problem. Error 4 5%
This classification gives a measure of confidence 1n the prediction of

NER

13.2%

Expert required

® Determining the confidence of a prediction using binary classification

reduced the percentage of NER errors to 4.5% 0o 1o 20 30 4 s 60 70 8



